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Background
Out-of-Distribution Detection

Task: The trained network deployed in the wild would be exposed to
the unknown out-of-distribution (OOD) data, which is different from
the known in-distribution (ID) training samples.
Aim: The model should predict correctly on the ID data, and refuse
to make inference when the test input is from OOD.
Challenge: The network makes overconfident prediction on the
OOD data [1].

Figure 1: The model makes overconfident prediction on unrecognizable OOD!
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Background
Distance-based Methods

Distance-based methods assume that the ID test data is closer to the
known training samples with same category than the OOD data.
Considering the limitations of classifier retraining in practical scenario,
there are two different strategies:

Mahalanobis distance [2] for pre-training

µ̂i = Ex∼X train
in ,y=i [ffe(x)] (1)

Σ̂ = E(x,y)∼Dtrain
in

[(ffe(x) − µ̂y )(ffe(x) − µ̂y )T] (2)

Scorecla = − min
i

(ffe(x) − µ̂i)TΣ̂−1(ffe(x) − µ̂i)) (3)

Euclidean distance [3] for retraining

fchi (z) = hi(z)
g(z) = −∥z − ωi∥2

2
σ(BN(ωgz + bg)) (4)

Scorecla = − min
i

(∥z − ωi∥2
2) (5)
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Background
Idea

We further extend the above discrepancy of distance to the closest
class in latent space with reconstruction error from autoencoder.

The extracted representations by autoencoder are enforced to contain
important regularities of the ID data.
OOD inputs are poorly reconstructed from the resulting
representations due to the irregular patterns.

Figure 2: Reconstruction error from autoencoder.
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READ
Training

Loss function: The formulation is defined as follows:
Classifier (CLF)

LCLF = E(x,y)∼Dtrain
in

[− log Fy (x)] (6)

Autoencoder (AE)

LAE = Ex∼X train
in

[∥x − x̂∥2
2] (7)

Figure 3: Illustration of training process.

The CLF and AE are independent components.
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READ
Transformed Reconstruction Error

The reconstruction error is measured in the classifier latent space
instead of raw pixel space.

Reach unification with distance measurement.
Bridge the semantic gap & show competitive distinguishability.

Figure 4: Transformed reconstruction
error.

Pre-training (READ-MD)

Scorerec = −((ffe(x) − ffe(x̂))TΣ̂−1(ffe(x) − ffe(x̂))
(8)

Retraining (READ-ED)

Scorerec = −(∥z − ẑ∥2
2) (9)
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READ
Adjustment Coefficient based on Image Complexity I

Overconfidence! The transformed reconstruction error is small for
specific OOD data.

Figure 5: Overconfident reconstruction error.

Observation: The reconstruction error and image complexity is
correlated. Simpler representations are required for easy image
description, thus bring smaller reconstruction error.
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READ
Adjustment Coefficient based on Image Complexity II

Adjustment. Adjust the overconfident reconstruction error with
image complexity.

Characterization of OODs: A proxy to quantify the “easiness” of
OOD by off-the-shelf lossless image compression algorithm [4, 5].
Re-scale reconstruction error: The transformed reconstruction error
for OOD input with small image complexity is re-scaled by coefficient λ.

Figure 6: Adjust reconstruction error.
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READ
Inference

Score function: The definition of score function is defined as follows:

Score = −Scorecla − λ ∗ Scorerec (10)

Input perturbation: This strategy brings larger gain on Score for ID
samples [6].

x̃ = x − ϵ ∗ sign(−∇x(Scorecla(x) + Scorerec(x, x̂))) (11)

Considering that test time OOD data is unavailable, the choice of
hyperparameters depends on metric FPR@TPR95 of ID and
synthesized OOD data.
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READ
Overall Concept

Illustration of the proposed method.

Figure 7: READ
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Experiments
Main Results I

We do not rely on real auxiliary OOD training data.
READ achieves SOTA performance under both pre-training and
retraining scenarios.

READ-MD
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Experiments
Main Results II

READ achieves SOTA performance under both pre-training and
retraining scenarios.

READ-ED
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Experiments
Ablation Results

The extension from transformed reconstruction error improves the
discrimination between ID & OOD.
Adjustment coefficient and perturbation strategy play a vital role in
READ.
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Summary

Contribution
We propose a novel reconstruction error aggregated detector (READ)
and its two variants, READ-MD and READ-ED, which combine the
distance to the closest class and reconstruction error in the latent space
of classifier.
Against the overconfidence of transformed reconstruction error, we
explain and alleviate this problem by a fine-grained characterization of
OOD data and an image complexity based adjustment coefficient.
We conduct comprehensive analysis with experiments under both
scenarios to demonstrate the effectiveness of the proposed methods.

Learn More!
Paper: https://arxiv.org/abs/2206.07459
Code: https://github.com/lygjwy/READ
Contact: https://lygjwy.github.io
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